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1. [bookmark: _Ref523732700]Introduction
Expert judgements are often required to support decision making. Structured expert elicitation (SEE) asks individuals for probabilistic descriptions of their (uncertain) beliefs, so that these can be explicitly integrated within quantitative assessments. Some areas of science have guidance on the use of SEE[1, 2]; others, such as health care decision making (HCDM), have recently shown an interest in producing guidance.[3] This work is developed in the context of HCDM.
Research looking at important methodological choices is mostly inconclusive, for example on: which experts to engage, how to most appropriately elicit distributions, or whether group interaction increases the accuracy of group judgements. The underlying challenge of methodological research in this area is that beliefs are inherently unobservable: the accuracy of elicited judgements in representing the experts’ beliefs cannot be directly established as heterogeneity in knowledge (i.e. the fact that individuals’ beliefs differ) cannot be easily disentangled from the lack of ‘normative’ skills (i.e. individuals not being able to represent their beliefs accurately in probabilistic terms). 
This document describes a proposal for experiments aimed at generating evidence that can support some of the methodological choices in elicitation. Whilst the motivation for designing these experiments is to inform the health care decision making context, conclusions drawn have applicability across other areas. Specifically, the experiments aim to evaluate alternative methods of SEE and how they perform in representing parameter uncertainty, to explore individuals’ ability to supply accurate distributions when there is heterogeneity in knowledge (for example, between sub-populations), and to explore how individuals revise their answers when presented with group summaries. 
This document describes the general approach for the experiments, and then details aspects of their design. 

2. General approach to the experiments
The crucial issue in designing the experiments is how the alternative design choices (e.g. elicitation methods) will be compared. There are two possible approaches.
Almanac questions 
The majority of previous evaluations have relied on historical data or scientific facts – so-called ‘almanac’ questions. Almanac questions are quantities known with certainty, for example, weather or population statistics, for which individuals are reasonably expected to know something about. Individuals are asked to express their subjective probabilities[footnoteRef:1] for these quantities using alternative methods and performance is measured as the deviation between the known value of the quantity and the elicited beliefs.  [1:  Throughout, the term ‘belief’ or ‘degree of belief’ refers to the construct, whilst the term ‘subjective probability’ refers to quantifications of the degree of belief ] 

There are limitations of this approach. Firstly, the nature of ‘almanac’ quantities differs inherently from the nature of the unknown quantities typically elicited in health care. To qualify as known quantities, almanac question relate to either uncertain events that will be realised in the future (e.g. rainfall tomorrow or survival of individual patients), facts (e.g. the distance between the earth and Mars) or to summaries of datasets (population or sample-based). The typical target questions for SEE in HCDM, however, relate to unknown parameters of a statistical model, quantities not expected to be known with certainty – for example, the probability that UK patients with a wound heal in 6 months when treated with X. This means that source information used by the expert is usually based on sampled data (e.g. published studies or own observations), and hence is itself uncertain, and may also be biased, heterogeneous and lack generalisability. Secondly, given the nature of almanac questions, beliefs about them may be formed on the basis of known facts coupled with analogical reasoning (for example, reasoning about the distance between Mars and Earth could be based on the knowledge that it would take a spacecraft one year to reach Mars).  In contrast, experts in HCDM are typically health carers and one of the main sources of information determining their beliefs on the likely target questions are observations of patients and outcomes that are usually of relevance, i.e. knowledge will be mainly from observation. Whilst reasoning will also be required, it is likely that concerns focus more on uncertainty, bias, and heterogeneity.
Thirdly, whilst individuals are expected to have some level of epistemic uncertainty about their answer to almanac questions[footnoteRef:2], the accuracy of elicited summaries in representing this uncertainty cannot be established as this is subjective (individual). Instead, multiple almanac questions are often used and the frequency of true values that fall outside the elicited credibility regions are used as a measure of performance. Finally, responses to almanac questions can be inaccurate either if beliefs are themselves inaccurate or if, even with accurate beliefs, the individual struggles to express these in probabilistic terms.[footnoteRef:3] While the absolute accuracy of an elicited uncertainty measure cannot be determined using almanac questions, the relative accuracy of different elicitation methods could be compared by randomising individuals to different methods, since randomisation will ensure that any systematic differences between groups will be due to the elicitation methods. However, this may require a prohibitively large sample size.  [2:  Two general types of uncertainty exist: aleatory and epistemic. Epistemic uncertainty is subjective in nature and arises primarily from limited or imperfect knowledge. It is, in principle, reducible by obtaining more, or better, information. Uncertainty in parameters of a statistical model is generally epistemic. [4]	O'Hagan A. Uncertain judgements : eliciting experts' probabilities. London ; Hoboken, NJ: John Wiley & Sons 2006.]  [3:  O’Hagan [4] ibid. identifies that this stream of elicitation research cannot distinguish ‘Inaccurate knowledge from poor elicitation’. We here avoid using the term “knowledge” as is often taken to be “justified true belief” and hence cannot be inaccurate (though this is controversial, see http://www.iep.utm.edu/gettier/#H2).] 

Simulated learning process
An alternative approach is based on simulated learning processes, such as the experiment described in Wang 2002[5]. Instead of asking for almanac quantities, the individual’s knowledge is determined using a simulated learning process where the trainee interacts with a virtual domain. In the Wang 2002 example[5] the virtual domain was a cat-mouse game that the individual played. A Bayesian (probabilistic) network was used to stochastically update the posterior probability of the games’ parameters conditional on the participant’s actions, to determine the subjects’ next observation. The participant’s knowledge was determined by the observations he/she was exposed to during the game, which were recorded (a database of observations). 
There are several advantages to the simulated learning process in this context. Firstly, the process is reflective of the learning process (by observation) we may expect of experts in health which are typically health carers that observe patients over time. We recognise, however, that in real clinical practice information from observation is not considered in isolation, i.e. health carers also draw from published evidence, peer contact or other related evidence, and in real practice there are also consequences of making a wrong decision that might determine how cautious a clinician is in their assessment. However, there are a number of advantages in isolating the component of learning by observation. These will be explored in the following paragraphs.
If the simulated learning process constitutes the single source of information participants receive, if the participant has paid full attention to the task, the dataset should form their subjective beliefs. This is crucial as, under these conditions, elicited probabilities can therefore be directly compared to the posterior probability distribution implied by the observed dataset and prior belief– i.e. accuracy can be measured. 
Secondly, the nature of this approach allows determining more conditions of the experiment than with the almanac approach. For example, it can be used to isolate the source of knowledge to only the observations provided, and in this way it can be used to impose an equal knowledge-base across subjects. This standardises the task, reduces between-participant variation and hence requires smaller sample sizes. 
Finally, in this approach, the same information is provided to all participants. Any differences in the elicited distributions across individuals therefore can directly be attributed to different levels of normative ability, reflecting the skills needed to extract information from observations and quantify the resulting beliefs in probabilistic terms. This is the particular dimension of normative ability that is captured in these experiments –here called ‘probabilistic’ accuracy.  
For these reasons, we here base the experimental approach on simulated learning. 

3. Overview of the experiments 
Three experiments will use a simulated learning process to explore alternative methodological choices in SEE: 
· The first experiment will compare two methods of elicitation (bisection vs. chips and bins)
· The second will determine whether individuals are able to accurately extrapolate from their knowledge-base to different populations
· The third will explore how individuals revise their own probability assessments when presented with Delphi-type group summaries. 




3.1. [bookmark: _Ref523483322]How will information be fed to participants in the experiments?
Participants will be shown a number of observations generated randomly from a statistical model, which are recorded.  The game will be as abstract as possible so that all knowledge is acquired from the game and not influenced by external information or separately acquired prior beliefs.  The model will represent a generic medical problem with the following features: 
Population: Patients present with a (hypothetical) symptomatic disease, aiming for the resolution of their symptoms. A generic description will be used, avoiding any terminology relating to a specific disease.
Interventions: Two treatments, i.e. two pills. The quantity of interest refers to only one of the pills; the other one will be used to allow for an incentive mechanism. This is detailed in a separate section ahead, section 3.5.
Outcomes: Number of patients achieving relief of symptoms after treatment.
Description of the game: Participants act as practitioners over a number of clinic days (the number of days is defined in each experiment, see details ahead). In each day, participants care for a variable number of patients (6 to 13). The number of patients varies randomly per day, to make it more difficult for individuals to algebraically evaluate the proportion of successes by counting. This is desirable as it mimics more closely the knowledge from observation typical of the likely experts in HCDM. Participants are presented with the two pills and are asked which they will use to treat patients that day. Participants will be presented with the following representation:
[image: ]
[bookmark: _Ref524955530]Figure 1: Snapshot of the R shiny app (1).
Once the participant chooses the pill to use, a new screen appears (see Figure 2 below) showing participants how many of the patients achieved symptom resolution that day with the chosen pill (number of successes). This number is generated randomly, according to a specific model (presented in more detail for each experiment).  
[image: ]
[bookmark: _Ref524955541]Figure 2: Snapshot of the R shiny app (2).
After observing the game, participants are asked about the effectiveness of the most effective pill (see next section). 

3.2. [bookmark: _Ref523483587]Target quantity for the elicitation
[bookmark: _Ref505690137]After running the game, participants will be asked to elicit the expected population values for the probability of success (probability of achieving symptom-relief) with the pill of interest.[footnoteRef:4]  This refers to the wider population from which the patients observed in the different clinic days are drawn from. Specifically, participants will be asked: [4:  The target quantity for the elicitation is conditional on treatment, hence is independent of the other pill. ] 

If you were able to treat all patients in the population, what proportion would you expect to become symptom-free?
Before running the game, all participants will be shown a small number of pre-determined runs of the game (equal across subjects).[footnoteRef:5] This determines participants’ initial beliefs about the probability of treatment being successful (prior information). It aims to homogenise participants’ priors and mitigates sensitivity of results to different uninformative or vague priors that subjects may use. Participants’ beliefs on the quantity of interest should reflect the posterior probability of success, i.e. the (approximate) prior beliefs fed to participants updated with the data observed from the different clinic days.  This information will be presented to participants as follows: [5: ] 

The two pills were previously tested in a clinical study that recruited 6 patients:
    . Of the three that were randomised to take pill A, two got symptom relief.
    . Of the three that were randomised to take pill B, one got symptom relief.
(Note that the study was very small and hence at this point you should still be uncertain about the effectiveness of the two pills.)

3.3. Participants and sample size
Given that the subjects’ knowledge-base is ‘built up’ in the approach chosen for the experiments, it is not relevant for individuals recruited to be experts in any particular knowledge-area, and it is more important that they are representative of the type of normative skills we expect from experts in HCDM. Hence, we will recruit medical students from the Hull York Medical School (HYMS) and nursing and midwifery students from the department of Health Sciences (HS) at the University of York. 
We will aim to recruit a sample size of 64 participants, which we believe is feasible given the funding available for the experiments. This number will allow experiment 1 to have a double balanced design will all sequences applied being different (details of the design of experiment 1 are given in section 4.6). No formal sample size calculation was undertaken given the lack of evidence on the potential magnitude of effect size and its variance.
Between-subject variation will be explored using participants’ characteristics, such as age , gender, whether they are nursing, midwifery or medical students, undergraduate or postgraduate, the year of studies, whether they have  a quantitative A level or AS level, and how confident the  participant is in using probabilities (very confident to absolutely unconfident). We will also collect responses to the Berlin Numeracy Test[6, 7] and the Scott and Bruce's General Decision-making Style questionnaire[8]. 
The Berlin numeracy scale is test of statistical numeracy and risk literacy, a component of numeracy that is thought to be important for informed and accurate risky decision making such as required in engineering or in health. Statistical numeracy specifically refers to an understanding of the operations of probabilistic and statistical computation, such as comparing and transforming probabilities and proportions. The 7-item questionnaire was used –reproduced in Appendix 1. Each correct answer is attributed a point and the total score is the sum of the points. The numeracy scale is to be applied at the end of the experiments to avoid promotion of under- or over-confidence.  
The General Decision-making Style questionnaire[8] includes five subscales examining five decision-making styles: rational (thorough information search and logical evaluation of alternatives), intuitive (reliance on gut feelings and hunches), dependent  (advice seeking and reliance on others), avoidant (a tendency to escape and avoid decision situations) and spontaneous ((a tendency to make fast and speedy decisions). The questionnaire includes 25 questions, five in each subscale. All questions are measured on a scale between strongly disagree (1) to strongly agree (5). Higher scores in the subscale (the sum of the items) mean that this style is used more frequently. See Appendix 1 where the questionnaire is reproduced

3.4. [bookmark: _Ref523492682]Outcomes
Primary outcome: Across the three experiments, the primary outcome will be a measure of the difference between the elicited distribution and the posterior distribution from the prior and data provided to participants. To evaluate the difference between the two distributions the Kullback-Leibler divergence (throughout referred to as KL), a measure of the information lost when one distribution, q(x), is approximated by another, p(x), will be used. It is defined as: 
	KL(q(x)||p(x)) = ∫p(x)log(p(x)/q(x))dx
	(Equation 1)


This metric is grounded in information theory. It is invariant to transformations and obeys the chain rule of conditional probability. It is non-symmetric, in that KL(q(x)||p(x)) is different from DKL(p(x)||q(x)). 
Secondary outcomes: Two secondary outcomes will be considered: bias, defined as the difference in the means of the true and elicited (and fitted) distributions; and uncertainty, defined as the variance ratio of the two distributions. Additional qualitative information may also be requested.
3.5. [bookmark: _Ref512859806]Monetary incentives
A number of areas of experimental behavioural research involving human subjects (such as in experimental economics) advocate the implementation of monetary incentives so that participants perform tasks to the best of their ability, as they would in ‘real’ circumstances.[9]  This is important here as the students we aim to recruit may not be motivated to complete the task as assiduously as would be expected of professionals. 
This incentive structure is expected to be key in incentivising engagement to the game, and in learning the proportion of success. Specifically, the incentives we will use are:
· a show up fee of £15, 
· additionally, an individual reward, to be attributed on the day, that will approximately vary between £0 and £25.
The individual reward will be based on a reward scheme that will aim to incentivise the two basic tasks individuals are required to perform: 1) learn from playing the game and 2) be as accurate as possible in the elicitation. 
Accuracy will be incentivised by based on the KL scores for each of the elicitations conducted by the participant. To incentivise learning from playing the game, a choice component is added where the participant is requested to choose which of the two pills to use each day. Such a choice component also mimics clinicians’ choices in the care provided to patients, and increases engagement as it introduces an active task for participants. Specifically, of the two pills offered as an option in each day of clinic, one is the pill of interest for the elicitation and the other is less effective and is not of interest (i.e. the probability of success will not be elicited for this pill)[footnoteRef:6].  At the start of the game, participants will be told that one of the pills is less effective than the other and that, from playing the game, they will be likely to identify the least effective pill at which point they should stop using it. The sooner participants stop using the least effective pill, the greater the financial reward they receive.   [6:  We considered an alternative scenario of treatment vs no treatment, but considered that subjects may presume treatment is effective] 


3.6. Other aspects of conduct 
A pilot will be undertaken with colleagues to evaluate the feasibility of the experiments, time to completion, and to determine the optimal experimental conditions (e.g. value of the probability parameters). 
The experiment will be designed in R using the SHINY package.  A bespoke training package will be developed and delivered to participants (see section 7 for more details). 
The experiment is planned to use a face-to-face session lasting around 1.5 to 2 hours.  Subjects will, however, be asked to complete all the tasks individually (i.e. the game and the elicitations). We will record what states participants were presented with during the experiment and all actions taken by the participants.
Ethics approval has been sought and granted prior to the conduct of the experiment. Participants will also be asked to fill in a consent form, which aims to comply with the General Data Protection Regulation (GDPR).


3.7. Aims (and set-up) for each of the experiments
The aims of the experiments are:
· Experiment 1: Comparison of two alternative methods of elicitation.
This experiment will use a set-up (set-up 1) that imposes knowledge directly on the target quantity. This is as described in section 3.1, where participants observe directly data on the target question in 3.2. 

· Experiment 2: To determine if individuals’ are able to ‘extrapolate’ from their knowledge-base to different populations.
This experiment will use a different set-up (set-up 2), where the imposed knowledge is relevant to, but is not directly on, the target parameter. Specifically, participants will observe outcomes for subgroups in a population and will be asked to quantify the probability of treatment being successful for another population comprising of a mixture of the two subgroups. 

· Experiments 3: To understand how individuals review their own probabilistic assessments when presented with Delphi-type group summaries.
· 3.1: Does individuals’ performance affect the extent of revision?
This experiment uses experimental set-up 1, but further presents individuals with a (hypothetical) group summary. It aims to evaluate whether the extent of revision by individuals, after being presented with the group summary, is determined by their own performance.

· 3.2: How does between-expert variation within a group affects individuals’ revision?
This experiment uses experimental set-up 1, and presents individuals with, not just the (hypothetical) group summary, but also summaries of the elicited quantities by each member of the group. It aims to assess the extent of revision when there are different levels of between-expert variation in the group.
These will be described in more detail in sections 4, 5 and 6.

4. [bookmark: _Ref523498163]Experiment 1: comparing different methods of elicitation
The aim of the experiment is to assess how well the elicited probability distributions derived from two different methods of elicitation match description(s) of uncertainty. This experiment uses set-up 1, where the knowledge offered to participants is directly on the target quantity, that is, where the data observed by participants constitutes direct samples of the population and outcomes that the target question concerns. 
Participants will be randomly allocated to one of the two methods. Differences between the groups will reflect the method’s ability to allow experts to represent their beliefs probabilistically: this is here referred to as ‘probabilistic’ accuracy.  Experiment 1 will hence compare the probabilistic accuracy of two alternative methods of elicitation.

4.1. [bookmark: _Ref523911080]Methods of elicitation
The two methods of elicitation, the bisection and the chips and bins (or histogram), are both widely used for SEE in HCDM[10]. The bisection method is a variable interval method (VIM) and asks experts to assess the three quartiles of the distribution. The chips and bins is a fixed interval method (FIM) that defines a larger number of intervals (typically up to 20 bins) and asks the expert to distribute a fixed number of chips across these intervals. The more chips placed in a particular interval, the stronger the belief that the true value of the quantity of interest lies in that interval. 
Garthwaite[11] identifies that existing methodological research is conflicting as to which type of method, FIM or VIM, is best and cites one study in favour of FIM[12] and another with opposite conclusions[13]. In HCDM, the general understanding is that the bisection method returns wider representations of uncertainty (argued to be more appropriate in representing within-expert uncertainty) than the chips and bins, although the latter has been proposed to be more intuitive for less quantitative experts to grasp[10, 14].  Further detail on how each method has been implemented is reported in section 4.5.
Participants will be asked to express uncertainty in the quantities elicited. In the context of learning from observation, to express uncertainty, individuals will need to have some consideration for the number of samples they have observed: the more samples they observe the lowest level of uncertainty they should have about the expected population value. Additionally, participants should also consider the level of variability of continuous quantities (i.e. the level of variation observed across patients), or the level of over-dispersion in probability parameters (greater variation than expected in the probability of success between subsamples of patients). For example, for the task at hand in these experiments, there may be over-dispersion if there is heterogeneity in the population sampled, that is, if the population differs day-by-day.  For the same sample size, higher levels of variability or over-dispersion leads to higher levels of epistemic uncertainty.  
It is hence important to also acknowledge the possibility that the two methods do not perform equally under different levels of uncertainty. For example, bisection may overestimate uncertainty under low uncertainty and the chips and bins method lead to more accurate elicitations, whilst under high uncertainty the opposite may happen and the chips and bins may underestimate uncertainty while the bisection is more accurate. Hence this experiment 1 will consider two different levels of uncertainty, determined by a different number of observations and a different level of over-dispersion. Further details on how these will be specified are considered in the next section, 4.3.

4.2. Hypothesis to be tested
In this experiment we aim to test two main hypotheses: 

H1: The bisection method leads to more accurate elicitation (in a scenario of lower uncertainty).

H2: In a scenario of increased uncertainty, the bisection leads to less accurate elicitation. 

4.3. [bookmark: _Ref512859729]Experimental set-up
[bookmark: _Ref505856464]To test the abovementioned hypotheses, levels of the following factors will be specified:
Method of elicitation, X: chips and bins (X= 0) and bisection (X= 1) 
Level of uncertainty, U: Two levels of uncertainty are defined. 
· Low uncertainty scenario, U=0 
Participants observe data for N days treatment with the most effective pill, specifically N=25 days (clinical days where participants choose the least effective are additional to N). On each single day, i, participants observe n[i] patients. The possible values assumed for n[i] are integers from 6 to 13 {6,7,8,9,10,11,12,13} drawn randomly with equal probability. The Binomial distribution governs the outcomes in each day of clinical practice. Its probability parameter for patients treated with the pill of interest, p0, is constant within a game, and across games may assume one of the following values {0.3,0.4,0.6,0.7}. This represents a situation where there is no over dispersion. Specifically, the number of patients achieving symptom resolution, O[i], is given by O[i] ~ Bin(p0, n[i]).  
The second, less effective, pill (implemented to accommodate an incentive mechanism for engagement with the game, section 3.5), is assumed to have a risk difference of ‑0.25. 

· High uncertainty scenario, U=1 
In this scenario, the set-up is similar but participants also observe fewer days of treatment with the pill of interest than in the previous scenario, specifically M= 10 days (clinical days where participants choose the least effective are additional to N). The model governing outcomes is also Beta-Binomial (over-dispersion model); this means that the number of patients achieving symptom resolution, O[i], is given by O[i] ~ Bin(p[i], n[i]), with the probability parameter for day i being p[i] ~ Beta(p0*m, (1 –p0)*m), where p0 is the mean probability and m a measure of (lack of) heterogeneity (bigger m leads to lower over dispersion).  As in the previous scenario, p0 may assume one of the following values {0.3,0.4,0.6,0.7}.  The constant m assumes a value of 2. The data can be alternatively expressed as a number of independent draws from a Beta-Binomial(n[i], p0, m).
The risk difference for the second pill is equal to that assumed in the low uncertainty scenario with the corresponding outcome will be drawn from a Binomial model (a Binomial model instead of Beta-Binomial, is here used to allow participants to distinguish this pill from the pill of interest).

4.4. Target quantity 
Participants will be asked to elicit their expected value for the probability parameter in the overall population (section 3.2) – that is, uncertainty over p0. For this, participants will be asked to consider the wider population – this is equivalent to eliciting for a large number of samples.
The wording of the question is
About pill C, the most effective of the two pills... If you were able to treat all patients in the population with this pill, what proportion would you expect to become symptom-free? 
The target question requires that participants update their prior beliefs (determined by the seed data) with the data observed from the different clinic days. The prior is Beta (defined as the posterior from combining the seed data with a Beta prior), and hence for the low uncertainty scenario the posterior distribution can be derived using conjugacy, and is also a Beta distribution. For the high uncertainty scenario, however, a conjugacy relationship is not available.  Markov-Chain Monte-Carlo methods (MCMC) will be used to obtain this distribution.

4.5. [bookmark: _Ref524423599]Method of elicitation 
Experts will be presented with the target question and will be asked to elicit using one of the two alternative methods. Both will be preceded by asking participants for bounds, which are presented as:
“I believe that it's very unlikely that:
· the proportion is less than  __________  percent,
· the proportion is greater than ________ percent.”
The bisection method will elicit quartiles (the median, M, the 1st quartile, Q1 and the third quartile, Q2), and will be worded as follows:
“Can you determine a value (your midpoint) such that the proportion is equally likely to be less than or greater than this value?  _____________.” (M)
Suppose you were told that the proportion is below your assessed midpoint. Can you now provide a new value (your lower quartile) so that the proportion of patients is equally likely to be less than or greater than this value?  _____________.” (Q1)
Suppose you were told that the proportion is above your assessed midpoint. Can you now provide a new value (your upper quartile) so that the proportion of patients is equally likely to be less than or greater than this value?  _____________ .” (Q3)
After eliciting, the participant will be presented with the following summary: 
“Your answers imply that the proportion is equally likely to be less than and greater than <<M>>, and it is equally likely to be between <<Q1>> and <<Q3>> as it is to be outside this range”.
The participant is then invited to revise his/her answer.
For the chips and bins method, the bounds initially elicited will be used to constrain the range presented for the histogram. The number of bins will be variable to produce reasonable bin widths (1%, 2%, 5% or 10%) that fit the bounds given. The number of chips will be the twice the number of bins. The graphical display implemented is illustrated next. 
[image: ]
Figure 3: Snapshot of the R shiny app (3).

Experts will also be provided with summary feedback on their elicited quantities. The feedback will highlight the probability assigned to the modal bin and to values above/below the modal bin. For the histogram above this would be:
“Your answers imply that:
· There is a 28% probability that the proportion is between 40 and 50.
· There is a 39% probability that the proportion is between 10 and 40.
· There is a 33% probability that the proportion is between 50 and 90.”
After being presented with the summary, participants are given the opportunity to revise their initial assessments.
Fitting will not be undertaken within the elicitation session.

4.6. [bookmark: _Ref523913036]Design 
The experiment will use a full factorial design with all 4 combinations of the two levels, U and X: 00 (U=0,X=0), 01 (U=0,X=1), 10 (U=1,X=0), 11(U=1,X=1). To increase the number of observations, all participants will provide four different quantities (over 4 periods) representing each of the different experimental conditions. Given each individual will provide 4 quantities, the parameters of the models for each experiment will use different probability values (p0 values) of: 0.3, 0.4, 0.6 and 0.7. The experiment will need to block the probability value used at each period. Hence, a 4x4 Graeco-Latin design will be implemented. The design is shown below for 4 subjects, identifying the scenario of the two levels U and X, and probability values appear in brackets. 

Table 1: Example of a 4 by 4 Greco-Latin square identifying UX (p), where U the uncertainty scenario {0,1), X is the method {0,1}, and the probability value p0 is in parenthesis
	
	
	Subject

	
	
	1
	2
	3
	4

	period
	1
	00 (0.2)
	10 (0.6)
	01 (0.8)
	11 (0.4)

	
	2
	10 (0.4)
	00 (0.8)
	11 (0.6)
	01 (0.2)

	
	3
	01 (0.6)
	11 (0.2)
	00 (0.4)
	10 (0.8)

	
	4
	11 (0.8)
	01 (0.4)
	10 (0.2)
	00 (0.6)



The design proposed above generates 4 probability distributions per subject recruited –i.e. a sample of 64 subjects would generate 256 probability distributions. The list with the randomisation sequences is provided in Appendix 2. Note that we generated 69 randomised sequences in case more participants were recruited

4.7. Primary outcome measure: evaluation and modelling approach.
Evaluating KL (including fitting): As stated in section 3.4, the primary outcome metric is the KL divergence of an elicited distribution in relation to a true distribution. The true distribution for the low uncertainty scenario can be obtained using conjugacy, but for the high uncertainty it will be obtained by MCMC and approximated by a kernel density estimate.  The elicited distribution will be derived from the elicited summaries by fitting a Beta distribution to the bounds and the elicited summaries using each method. Sensitivity analyses will test the use of alternative distributions (such as the generalised Beta or spline-based distributions). The KL will be computed using numerical methods of integration. Appendix 3 presents the R code used to compute KL divergence.
Model specification and model selection: The dependent variable for modelling is yij, the KL of subject j in period i (the period reflects the order of the quantities elicited by every particular subject). The KL is non-negative, which is important in determining a model to use. To our knowledge, KL has not been modelled before in the context of elicitation, and hence the likely form of its distribution and the distribution of residuals in the regression are unknown to us.  For this reason we will use generalised linear models, where we will start with using a Normal distribution with identity link, and then explore alternative link functions (g) and/or distributions if necessary so that the residuals will be roughly Normal.  Model specifications that may be of particular relevance, given the support of the KL metric, are the Normal distribution with log link or the Gamma distribution with identity link (note that the Gamma distribution does not include zero in its support – however, we do not expect any of the observed KLs to be zero). 
In choosing between the above-mentioned specifications, we will compare models and assess fit using: i) penalized-likelihood criteria such as the AIC and BIC and ii) using residuals for random error and random effects, looking for outliers and distributional features. 
The full model will be:
	E(yij) = g-1(mu + pi + sj + qprobij + b1*Xij + b2*Uij + b3*Uij*Xij + eij).
	(Equation 2)



Here, pi is the fixed effect of the ith period (where p1 = 0), sj the effect of the jth subject described using a fixed effect, qprobij the fixed effect of the probability value used by subject j in period i where probij assumes values {0,1,2,3} for values of probability of {0.3, 0.4, 0.6, 0.7}, Xij identifies the method of elicitation and is 0 if chips and bins is used by subject j in period i, or 1 if bisection is used, and Uij identifies the uncertainty scenario taking a value of 0 if subject j in period i completes an experiment for the low uncertainty scenario, and 1 otherwise.
First, we will evaluate whether subject effects can be assumed as random effects with standard deviation (sigma). Then we will undertake covariate selection, starting with the full model above, and using backward selection of the subject and period effects, then interaction terms, and only then of the main effects. 
The fully balanced and strong repeated measures design means that period and carry-over effects can still be identified. We do not expect these to be significant; the training package will also minimise these effects by asking participants to run two practice elicitations using both methods. Period effects are included in the full model above. First order carry-over effects will be tested in a sensitivity analysis.
The two main hypotheses to be tested with this experiment are:
Ha1: b1 ≠ 0 (test of the coefficient for the elicitation method).
Ha2: b3 ≠ 0 (test for the coefficient of the interaction term) 

4.8. Secondary outcome measures: evaluation and modelling approach.
Bias and the variance ratio will be evaluated from the data. GLM’s will be used to determine whether a Gaussian distribution can be used or whether other distributions and link functions fit the data better. For the variance ratio a log link function may be used. We will also explore using bivariate models.
At the end of the experiment, participants will also be asked if they found each of the methods (generally) easy to complete (Response options: easy, challenging, very difficult) and if they had any preferences regarding the elicitation method used (“If, in a future elicitation, you were given a choice between chips and bins or bisection, which would you choose?” Response options: chips and bins, bisection, indifferent. Please justify your choice. Response in free text). This will be descriptively analysed. An open text box for further comments will also be provided. Comments left by participants will be qualitatively described. 

5. [bookmark: _Ref523498167]Experiment 2: Are individuals’ able to ‘extrapolate’ from their knowledge-base?
In SEE, variation in elicited judgements across experts may arise from experts having a different knowledge-base from which they form their beliefs.  To provide a probability distribution for a common target quantity, individual experts will need to adjust (‘extrapolate’) their beliefs using some form of analytical reasoning. A simple example is where a health care professional observes a sample comprising two subgroups, but the subgroup distribution observed is different to that of the overall population over which the target question focusses on. The expert has a knowledge base that is relevant (in that he/she observes both subgroups) but when asked to elicit at the population level they need to adjust (or re-weight) what they directly observed.  This is the situation that this experiment will focus on. This experiment examines how well individuals make such adjustments. This can inform the design of SEE exercises in practice and recruitment of experts. For example, if experts are not able to make such adjustments reliably, then one could recommend always eliciting conditional quantities. This experiment could also inform whether SEE should prioritise experts with good knowledge of an area but poorer performance, or experts with imperfect knowledge of an area but who have better normative skills and are good extrapolators.
Further details on the experiment are provided below. Note that common aspects to experiment 1 (e.g. evaluation of outcome measure) will not be mentioned here. 

5.1. Hypothesis tested 
The specific hypotheses tested in the experiment are:
H1: Accuracy when extrapolation is required is associated with probabilistic accuracy.
H2: Accuracy when extrapolation is required is associated with the extent of the extrapolation (difference in the split between observed and target populations).
The second hypothesis implies that the experiment needs to set up different levels of the extent of extrapolation required, that is, different levels of ‘representativeness’ of the observed knowledge base in relation to the target population.

5.2. Experimental set-up 
This experiment will use a different set-up than that of experiment 1. At each clinic day, participants will be shown a total number of patients (n_total) that, analogously to experiment 1, are sampled randomly from the set {6,7,8,9,10,11,12,13} with equal probability of 1/8. However, patients will be grouped into two groups (S1 and S2). Participants will be told that one group has better chance of symptom resolution than the other, but at the beginning of the experiment participants will not know whether this is S1 or S2. The number from each subgroup in each clinic day is generated randomly, with a pre-determined probability parameter, p_split. 
n_s1 ~ Bin(p_split, n_total);    n_s2 = N – n_s1
Different levels of p_split will be examined to allow testing for hypothesis 2 corresponding to the following odds 80:20, 70:30, 60:40. The first subgroup (observed in the largest proportion) will be the least severe patient group. An illustrative representation of how participants will see this information is:
[image: ]
Figure 4: Snapshot of the R shiny app (4).
There will still be two new pills available in clinical practice, and these will be used by the participant in exactly the same way as in the first experiment. One of the pills is less effective, and it will be less effective in both groups of patients (the same risk difference will be applied to both subgroups). Once the participant chooses the pill they wish to use, they will observe outcomes for the two subgroups. The number of successes is governed by a Binomial model (as in the low uncertainty scenario in experiment 1). The probability parameter governing the number of successes for the pill of interest differs between subgroups: 
r_s1 ~ Bin(p1, n_s1);    r_s2 ~ Bin(p2, n_s2).
In this experiment, the largest subgroup will have a probability parameter of 0.35 and the smallest subgroup of 0.65. The second pill will have a risk difference of 0.3.
A representation of how participants will see this information is:
[image: ]
Figure 5: Snapshot of the R shiny app (5).
The participants will observe outcomes for the pill of interest for 15 clinic days.

5.3. Design 
The experiment uses a randomised block design. The factor of primary interest is the different observed subgroup splits: 80(80:20), 70(70:30), 60(60:40). Participants observe outcomes, by subgroup, for a pre-defined number of clinic days. Participants are asked to elicit first for a target population with same split (T0) and then for a 50(50:50) split (T1) – see diagram below. 

[image: ]
Figure 6: Summary of the processes for experiment 2.
The nuisance factor is the method of elicitation, X (chips and bins or bisection). 

5.4. Target quantity 
As detailed above, participants will firstly be asked about the effect of the treatment for a population with a split of patients that is equal to what they have observed. 
“About pill A, the most effective of the two pills...
Suppose that the patients you have just observed were representative of the general population, that is, the split of S1 and S2 patients is unchanged.
If you were able to treat all patients in the population with this pill, what proportion would you expect to become symptom-free?”
Then, participants will be asked to re-elicit for a 50:50 split of patients, which differs from the split they have observed.
“Now suppose that that the general population is different to the sample you observed. Suppose that subgroup S1 makes up 50% of the population and subgroup S2 makes the other 50%.
If you were able to treat all patients in the population with the same pill, what proportion would you expect to become symptom-free? “



5.5. Inference 
The primary outcome is the KL measure at T1, y1 (i.e. for the target population with a 50:50 split). KL will also be evaluated for T0, where the target split is equal to the observed split, to generate a measure of probabilistic accuracy, y0. 
The full model will be:
	E(y1j) = g-1(mu + b1*y0j + b2*I(Oj==70) + b3*I(Oj==80) + b4*Xj +  ej
	(Equation 3)



where j is the subject, y0j is individual’s j KL for T0,  y1j his/her KL for T1, Oj is the split individual j was randomised to, I() the indicator function that assumes a value of 1 of the enclosed statement is true and 0 if false, and Xj the method of elicitation used by subject j (0 if chips and bins is used or 1 if bisection is used).  As with the above experiment, a GLM framework will be used allowing different link functions (g) and distributions to be tested. 
The hypotheses being tested are:
Ha1: b1≠0
Ha2: b2 ≠ 0 or b3 ≠ 0 



6. [bookmark: _Ref523498223]Experiments 3: To understand how individuals review their own probabilistic assessments when presented with Delphi-type summaries.
[bookmark: _Ref500750449]Experiments 3 aim to gain an understanding of how individuals revise elicited distributions when presented with Delphi-type summaries. We use the recent modified EFSA Delphi method that allows quantifying uncertainty in the form of probability distributions. As with the original Delphi, this method makes use of multiple (sequential) questionnaires (called ‘rounds‘), and at every round experts are fed back an anonymised summary of the information collected in the previous round. This form of interaction between experts is controlled, and advocates of the Delphi argue that it allows for the benefits of the sharing of information without the risks of personal factors influencing judgements inappropriately. In contrast to the original Delphi, the modified EFSA version does not aim to achieve consensus; instead, after all rounds are completed, a final distribution is obtained by using mathematical aggregation with equal weighting. 
Exploring Delphi type methods is important for SEE in health care decision making because experienced facilitation is not required and the exercise can be completed remotely. 
Despite the benefits of reduced interaction between elements of the group, how individuals revise their estimates in a Delphi process is not well understood. The literature hence recommends research to focus on how and why an individual changes her judgement.[15] This is the focus of the two sub-experiments proposed here, which specifically evaluate:
Experiment 3.1: does the extent of revision depend on the individual’s probabilistic accuracy?
Experiment 3.2: is the extent of revision associated with discrepancy with the group’s assessment?
Each of these experiments is detailed next.

6.1. Experiment 3.1: Is the extent of revision associated to discrepancy with the group, and does the individual’s probabilistic accuracy determine the extent of revision?

6.1.1. [bookmark: _Ref500750016]Hypothesis to be tested
This experiment aims to evaluate if low performers (in terms of probabilistic accuracy) revise their answers to a greater extent (to approximate the group’s distribution) than high performers, and explore how different features of the group distribution determine the extent of revision. 
Specifically, the hypothesis being tested are:
Hypothesis 1: Do participants revise their judgements to different extents according to the type of group summary they are presented with? 
Hypothesis 2: Does the extent of revision depend on the level of performance of individuals? 
The results can have important implications for recommendations on the use of the Delphi process. If accurate individuals are less prone to revising their initial distribution to approximate the groups’ summary, then the group distribution may converge to being more accurate than the individually pooled initial estimates. This is a desirable feature of the Delphi process as it means the revision process dilutes the effect of low performers.  It is worth highlighting that the Delphi process also gets participants to explain the reasoning behind their distributions, and this information is shared (anonymously). In our experimental design, however, this has not been implemented.

6.1.2. [bookmark: _Ref523909096]Experimental set-up
This experiment uses the set-up of experiment 1. Participants are asked to play a ‘low uncertainty game’ (Binomial model) with a p0 value of 0.5 and asked to elicit uncertainty for p0, the target quantity. This will be used as an initial distribution for individual j. Its associated KL measurement (y0,j), as with experiment 1, is a measure of probabilistic accuracy.  
Participants then receive one of 3 possible group summaries on the quantity of interest: concordant with their initial probability distribution, or discordant and either more or less precise than their own. The group summaries provided are hypothetical (groups will not be formed). Discordance is defined based on the median, and precision on the variance. Specifically, the three scenarios for the group summaries are:
· Sc1: the group summary is consistent with the distribution of the individual expert (left hand panel in Figure 7) – the group hypothetical distribution presented to participants has a standard deviation equal to the individual’s distribution (the distribution fitted to the elicited summaries), and its median is the 55% percentile of the individual’s distribution if the elicited is biased downwards or the 45% percentile if biased upwards.[footnoteRef:7] [7:  The median of the Beta distribution does not present a closed form solution, hence to find values for the alpha and beta parameters using the median and variance (a system of two equations) numerical methods were used, specifically those implemented within the nleqslv package in R (Broyden or a full Newton method). The absolute differences in the median and variance were used as targets for the optimisation.] 

· Sc2: the group summary is inconsistent with the individual expert in that it presents a clearly different median (the median is the 85%/15% percentile of the individual’s distribution if the individual’s is biased downwards/upwards).  The precision of the group’s judgement is the same as the individual’s (central panel in Figure 7).
· Sc3: the group summary is inconsistent with the individual expert and is more precise than the summary of the individual (right hand panel in Figure 7). It presents a clearly different median (the median is the 85%/15% percentile of the individual’s distribution if the individual’s is biased downwards/upwards), but the standard deviation is now 1/2 of the individual’s distribution. 
[image: ]
[bookmark: _Ref524956779]Figure 7: Illustrative example of the scenarios evaluated in experiment 3.1.

[bookmark: _Ref500750006]After observing the group summaries, participants are asked if they wish to revise their elicited distributions in light of the group summary presented using the same method of elicitation. 
An example of scenario 3 using the bisection method is:
“For this same pill, we have also asked six other (anonymous) participants for their beliefs, in exactly the same way we asked you. 
The group's summary has been produced by averaging the answers for all six participants. This means that if the group’s combined responses were the same, the group distribution would be the same as the individual’s distribution. It also means that if at least one individual indicated that the proportion may take a particular extreme value, the group distribution will reflect this. 
As a reminder, you have previously replied that:
The proportion of patients is equally likely to be less than and greater than 50 and it is equally likely to be between 40 and 65 as it is to be outside this range.
The group has replied that: 
The proportion of patients is equally likely to be less than and greater than 32 and it is equally likely to be between 26 and 38 as it is to be outside this range.
In light of the group assessments, would you like to revise your own assessment?”

6.1.3. Design of experiment
The experiment uses a randomised block design. The factor of interest here is the 3 scenarios for the group summaries defined above (section 6.1.2). We want to still use both methods of elicitation (bisection and chips and bins) and hence the method is considered a nuisance blocking factor.  A summary diagram for the tasks and process of sub-experiment 3.1 is shown in Figure 8. 

[image: ]
[bookmark: _Ref524956821]Figure 8: Summary diagram of the processes and tasks for experiment 3.1

6.1.4. Inference
Analyses will examine the extent of revision of distributions elicited at the individual level, from before to after the participant being presented with group summaries. The extent of revision will be measured by the difference in KL,  for each individual j by comparing their initial and final (revised) distributions. The following model will be used:
	E(j)= g-1(mu + b1*y0j + b2*I(Sj==2) + b3*I(Sj==3) + b4*Xj +  ej),
	(Equation 3)


where j is the subject, y0j is individual’s j KL for the initial distribution, Sj is the group distribution individual j was randomised to, I() the indicator function that assumes a value of 1 of the enclosed statement is true and 0 if false, and Xj the method of elicitation used by subject j (0 if chips and bins is used or 1 if bisection is used, here a blocking factor).  As with experiments 1 and 2, a GLM framework will be used allowing different link functions (g) and distributions to be tested. 
The hypotheses tested in this experiment are:
Ha1: b1≠0 or b2≠0
Ha2: a≠0

6.2. Experiment 3.2: How does between-expert variation within a group affect individuals’ revision.

6.2.1. Hypothesis to be tested
The level of uncertainty in a group’s summary can reflect either higher levels of within-expert uncertainty or higher levels of between-expert variation. In this experiment, we aim is to examine how individuals revise their estimates when uncertainty in the group distribution arises from either within-expert variation or from between-expert variation. For such, participants will be presented with disaggregated results for each member of a group, where the group distribution is discordant with the individual’s. Two alternative scenarios will be used to generate the same group estimate:
.  Sc1: In the first scenario (the top panel in Figure 9), there is low variation in the judgements of other members of the group (they are concordant amongst themselves but not with the participant); uncertainty is hence mostly derived from uncertainty in the individual responses.
.  Sc2: In the second scenario (the bottom panel in Figure 9), there is high variation between experts (they are discordant amongst themselves). However, uncertainty in the group’s distribution is mainly due to between-expert variation, and the hence the individual judgements of other members are more precise than in scenario 1.
	[image: ]Scenario 2: Higher between-expert variation
Scenario 1: Higher within-expert uncertainty 

[bookmark: _Ref525835747]Figure 9: Illustration of the scenarios defined for experiment 3.2



Three hypotheses will be tested in this experiment:
H1: Do individuals revise their answers when faced with different levels of between-expert variation in a group? 
H2: Does the extent of revision depend on initial performance?
H3: Does the extent of revision depend on how different the split in the sample is from the target population? 

6.2.2. Experimental set-up
This experiment uses the set-up of experiment 1. Participants are asked to play a ‘low uncertainty game’ with a p0 value of 0.3 and asked to elicit uncertainty for p0, the target quantity. This will be used as an initial distribution for individual j. Its associated KL measurement (y0,j), as with experiment 1, is a measure of probabilistic accuracy.  The key to this experiment is that participants are then presented with the distributions of other individuals, and asked whether they’d like to revise their judgements in light of this information. This differs from experiment 3.1 as individual summaries, rather than only a group summary, are presented to participants.  Participants will either see that other members of the group may be 1) consistent but imprecise, or 2) discordant but precise.
In experiment 3.2, the group is composed of 4 members (the participant plus other 3 hypothetical individuals). The group distribution is implicit, i.e. it is not presented to the participant. The group mean is discordant with the individual’s elicited distribution (the group mean is set to the 80th/20th percentile of the individual’s when biased downwards/upwards, respectively). 
-- Scenario 2 (members of the group are discordant). For one element, the mean is equal to the group’s, for another the mean is equal to the 99.5%/0.5% percentile of the participant’s distribution if biased downwards/upwards, and the third will assume the value required to maintain the group mean. The variance of the additional members of the group is 1/10 of the participant’s variance. With this information, the variance of the combined (group) distribution can be calculated from the within-member variance and the between-member variance of the means. We make the assumption that the implied sample size for the individual distributions () is equal, and that the distributions from different individuals are independent. The estimated combined variance is: 
	
	(Equation 4)


where   is the mean for group  and  is the overall mean.
The scenario where other members of the group are concordant assumes the same group summaries. The mean of the distribution for one of the additional member is the group’s and for the remaining two is equal and its value is what is required to maintain the group mean. The means for these latter two individuals are made to differ slightly (+-5% of the difference between the participant’s mean and the group mean). The variance of the distributions of the additional members is assumed equal amongst them and is calculated from the relation established in Equation 4.
The distributions obtained for each expert are then converted onto elicited summaries for the method being used (either chips and bins or bisection). 
The following exemplifies the type of information participants will be presented with in scenario 2 and when using the chips and bins method:
[image: ]
Figure 10: Snapshot of the R shiny app (6).
After seeing the summaries, participants are asked to revise (if they wish) their original estimates. 

6.2.3. Design 
Participants are randomised to receive one of the two scenarios described above; randomisation is blocked according to the method of elicitation. A flow diagram of the process and tasks required of participants is shown in Figure 11.

[image: ]
[bookmark: _Ref524956885]Figure 11: Summary diagram of the processes and tasks for experiment 3.2

6.2.4. Model for experiment 3.2
The dependent variable will be the KL comparing the revised distribution with the originally elicited, , for each individual j. The following model will be used
	E(j)= g-1(mu + b1*y0j + b2*I(Sj==2) + b3*I(Oj==70) + b4*I(Oj==80) +b5*Xj + ej)
	(Equation 5)


where j is the subject, y0j is individual’s j KL for the initial distribution (the dependent variable in experiment 2), Sj is the scenario individual j was randomised to and I() the indicator function that assumes a value of 1 of the enclosed statement is true and 0 if false. The remaining are blocking variables retained from experiment 2:  Oj the split individual j was randomised to in experiment 2 and Xj the method of elicitation used by subject j (0 if chips and bins is used or 1 if bisection is used).  As with experiments 1, 2 and 3.1, a GLM framework will be used allowing different link functions (g) and distributions to be tested. 

Based on this model, the hypotheses being tested are:
Ha1: b2≠0
Ha2: b1≠0 
Ha3: b3≠0 or b4≠0

7. [bookmark: _Ref523733478]Training
A bespoke training package was developed for this exercise. It drew on other training packages available to the research team, such as the SHELF training package [available at http://www.tonyohagan.co.uk/shelf/ecourse.html] and training sessions developed by the research team for other exercises.  The training package aims to cover a number of aspects that are detailed in the next headings. A script was written for the training session to ensure that the same background material was presented to participants in a standardised way in all elicitation sessions. The training session was delivered face to face via power point presentation. Practice questions were delivered via the SHINY app. 
7.1. Motivation
Participants will be introduced to elicitation, and to why elicitation is needed in health research. Participants will be told that we are exploring different methods for elicitation, and while all examples in the exercise are hypothetical, the findings may be used in the future, when clinical participants are asked to express their uncertainty around real quantities in health research. We will emphasise that they are contributing to work funded by the MRC.
We will tell participants that it is their opinion that we are interested in so they shouldn’t communicate with others sitting near them or write down notes. They will not be identified personally in any reporting of results. They should try to concentrate on the task throughout. They will be informed about the remuneration; however they will not be given specific details about the incentive structure. We will also give them a brief overview of the tasks that they will undertake during the experiment.
Training in probabilities, uncertainty and probability distributions
Training will cover the following content:
· What are probabilities?
· What are probability distributions and how can they be used to express uncertainty? 
· Explain the difference between uncertainty (in mean values) and variations observed across patients. Introduce the factors that might affect uncertainty (e.g. sample size and heterogeneity).
· Give pointers on avoiding biases relevant in this context (overconfidence, anchoring, availability heuristic, representativeness heuristic).
· Give examples of how to express different levels of uncertainty
 
7.2. Training in elicitation techniques 
Both elicitation methods (bisection and chips and bins methods) will be explained thoroughly using examples. Visual aids will be used to explain concepts key to the methods, for example the median and upper and lower quartiles.
7.3. Game training
Participants will be told the general rules of the game: there will be multiple actions with different consequences, they will be required to optimise the outcomes to the patients they treat (the better the outcome, the higher the reward).
There will be a practice session of both methods (without the game component). For this, individuals will here be asked about the proportions of UK household owning a pet and, after eliciting, they will be given the value for this quantity (but no uncertainty summary will be reported). Additionally, two practice games will also be included. The practice game will be similar to the ‘real’ game. The game training will include elicitation.
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Appendix 1: Berlin Numeracy Test and Scott and Bruce's Decision Style inventory 
Berlin Numeracy Test 
1. Out of 1,000 people in a small town 500 are members of a choir. Out of these 500 members in the choir 100 are men. Out of the 500 inhabitants that are not in the choir 300 are men. What is the probability that a randomly drawn man is a member of the choir? Please indicate the probability in percent. ___25%___
2a. Imagine we are throwing a five-sided die 50 times. On average, out of these 50 throws how many times would this five-sided die show an odd number (1, 3 or 5)? __30__ out of 50 throws.
2b. Imagine we are throwing a loaded die (6 sides). The probability that the die shows a 6 is twice as high as the probability of each of the other numbers. On average, out of these 70 throws how many times would the die show the number 6? ___20___out of 70 throws.
3. In a forest 20% of mushrooms are red, 50% brown and 30% white. A red mushroom is poisonous with a probability of 20%. A mushroom that is not red is poisonous with a probability of 5%. What is the probability that a poisonous mushroom in the forest is red? ___50%___

Scott and Bruce's General Decision-making Style questionnaire 
Listed below are statements describing how individuals for about making important decisions. Please indicate whether you agree or disagree with each statement.
(responses are made on a 5-point scale from strongly agree to strongly disagree)
1. I double-check my information sources to be sure I have the right facts before making decisions. (Rational decision-making style)
2. I make decisions in a logical and systematic way. (Rational decision-making style)
3. My decision making requires careful thought. (Rational decision-making style)
4. When making a decision, I consider various options in terms of a specified goal. (Rational decision-making style)
5. When making decisions, I rely upon my instincts. (Intuitive decision-making style)
6. When I make decisions, I tend to rely on my intuition. (Intuitive decision-making style)
7. I generally make decisions that feel right to me. (Intuitive decision-making style)
8. When I make a decision, it is more important for me to feel the decision is right than to have a rational reason for it. (Intuitive decision-making style)
9. When making a decision, I trust my inner feelings and reactions. (Intuitive decision-making style)
10. I often need the assistance of other people when making important decisions. (Dependent decision-making style)
11. I rarely make important decisions without consulting other people. (Dependent decision-making style)
12. If I have the support of others, it is easier for me to make important decisions. (Dependent decision-making style)
13. I use the advice of other people in making my important decisions. (Dependent decision-making style)
14. I like to have someone steer me in the right direction when I am faced with important decisions. (Dependent decision-making style)
15. I avoid making important decisions until the pressure is on. (Avoidant decision-making style)
16. I postpone decision making whenever possible. (Avoidant decision-making style)
17. I often put off making important decisions. (Avoidant decision-making style)
18. I generally make important decisions at the last minute. (Avoidant decision-making style)
19. I put off making decisions because thinking about them makes me uneasy. (Avoidant decision-making style)
20. When making decisions I do what feels natural at the moment. (Spontaneous decision-making style)
21. I generally make snap decisions. (Spontaneous decision-making style)
22. I often make impulsive decisions. (Spontaneous decision-making style)
23. I often make decisions on the spur of the moment. (Spontaneous decision-making style)
24. I make quick decisions. (Spontaneous decision-making style)
25. I explore all my options before making a decision (Rational decision-making style)
 
 
 

Appendix 2: Randomisation sequences
Key
	 
	M (method)
	P (precision)

	A
	1
	1

	B
	1
	2

	C
	2
	1

	D
	2
	2

	M= 1 for bisection and M=2 for chips and bins

	
	
	

	 
	P (probability parameter)
	

	a
	0.3
	

	b
	0.4
	

	c
	0.6
	

	d
	0.7
	

	
	
	

	
	(P7) probability parameter for game 7
	

	1
	0.6
	

	2
	0.7
	

	3
	0.8
	



Randomisation sequences
	
	MxP
	MxP
	MxP
	MxP
	G5_M
	G6_M
	P7_M

	ID
	1
	2
	3
	4
	5
	6
	7

	1
	Ab
	Cd
	Da
	Bc
	1_0
	1_0
	2_1

	2
	Da
	Cd
	Bc
	Ab
	2_1
	2_0
	3_1

	3
	Ca
	Bb
	Dd
	Ac
	2_1
	1_1
	2_1

	4
	Ab
	Bc
	Cd
	Da
	3_0
	2_0
	3_1

	5
	Dd
	Ac
	Bb
	Ca
	1_0
	2_0
	1_1

	6
	Dc
	Cb
	Ba
	Ad
	2_0
	1_1
	2_0

	7
	Ac
	Dd
	Bb
	Ca
	1_1
	2_0
	1_0

	8
	Ba
	Ad
	Dc
	Cb
	1_1
	1_0
	2_1

	9
	Cd
	Ab
	Bc
	Da
	2_0
	1_1
	1_0

	10
	Ba
	Ad
	Cb
	Dc
	2_1
	2_0
	2_1

	11
	Ac
	Dd
	Ca
	Bb
	3_1
	2_1
	1_0

	12
	Cb
	Dc
	Ad
	Ba
	2_0
	2_0
	2_0

	13
	Ad
	Dc
	Ba
	Cb
	1_0
	2_0
	1_0

	14
	Cd
	Da
	Ab
	Bc
	3_1
	2_1
	2_0

	15
	Cd
	Bc
	Ab
	Da
	2_0
	1_0
	1_0

	16
	Db
	Cc
	Bd
	Aa
	2_1
	1_0
	2_1

	17
	Da
	Ab
	Cd
	Bc
	3_1
	1_1
	1_1

	18
	Bc
	Cd
	Da
	Ab
	1_1
	1_0
	2_0

	19
	Bd
	Cc
	Aa
	Db
	1_1
	2_1
	2_1

	20
	Ad
	Cb
	Ba
	Dc
	1_0
	1_1
	1_1

	21
	Bb
	Ac
	Ca
	Dd
	3_0
	1_0
	1_0

	22
	Dd
	Ca
	Ac
	Bb
	1_0
	1_1
	3_1

	23
	Ca
	Bb
	Ac
	Dd
	1_0
	2_1
	2_0

	24
	Dc
	Ad
	Ba
	Cb
	2_1
	1_0
	2_1

	25
	Ac
	Bb
	Ca
	Dd
	1_1
	1_1
	1_0

	26
	Ad
	Ba
	Cb
	Dc
	2_0
	2_0
	1_1

	27
	Cd
	Da
	Bc
	Ab
	3_0
	2_1
	3_1

	28
	Dd
	Ca
	Bb
	Ac
	1_1
	2_1
	1_0

	29
	Ad
	Dc
	Cb
	Ba
	3_1
	2_0
	2_0

	30
	Cb
	Ba
	Dc
	Ad
	1_1
	2_1
	2_0

	31
	Dc
	Cb
	Ad
	Ba
	3_0
	2_0
	1_1

	32
	Db
	Bd
	Cc
	Aa
	3_0
	2_1
	1_0

	33
	Db
	Aa
	Cc
	Bd
	3_0
	1_1
	3_1

	34
	Bd
	Db
	Aa
	Cc
	1_1
	1_0
	3_1

	35
	Db
	Aa
	Bd
	Cc
	3_1
	1_0
	3_0

	36
	Ba
	Dc
	Cb
	Ad
	3_0
	2_0
	2_0

	37
	Bb
	Dd
	Ca
	Ac
	3_0
	1_1
	2_0

	38
	Cc
	Db
	Aa
	Bd
	3_1
	2_0
	1_1

	39
	Bc
	Ab
	Da
	Cd
	2_1
	1_0
	3_0

	40
	Ca
	Dd
	Ac
	Bb
	3_1
	1_1
	1_0

	41
	Da
	Bc
	Cd
	Ab
	2_1
	2_0
	3_1

	42
	Dd
	Bb
	Ac
	Ca
	1_0
	2_1
	1_1

	43
	Ba
	Cb
	Dc
	Ad
	3_1
	2_1
	3_0

	44
	Bd
	Cc
	Db
	Aa
	2_0
	2_1
	1_0

	45
	Aa
	Bd
	Cc
	Db
	3_0
	1_1
	3_1

	46
	Bc
	Cd
	Ab
	Da
	1_0
	2_1
	3_0

	47
	Ab
	Da
	Cd
	Bc
	3_1
	1_1
	2_0

	48
	Ab
	Bc
	Da
	Cd
	3_0
	1_0
	2_1

	49
	Da
	Ab
	Bc
	Cd
	1_1
	2_1
	2_1

	50
	Ca
	Ac
	Dd
	Bb
	1_0
	2_1
	3_0

	51
	Cb
	Ad
	Dc
	Ba
	2_0
	1_0
	2_0

	52
	Aa
	Db
	Cc
	Bd
	2_1
	2_0
	3_1

	53
	Cc
	Aa
	Bd
	Db
	3_1
	1_1
	1_1

	54
	Ac
	Ca
	Bb
	Dd
	3_0
	2_1
	2_0

	55
	Bb
	Ca
	Dd
	Ac
	1_1
	1_0
	1_1

	56
	Cc
	Db
	Bd
	Aa
	3_1
	2_1
	3_0

	57
	Dc
	Ba
	Ad
	Cb
	1_0
	1_1
	3_0

	58
	Cb
	Ba
	Ad
	Dc
	1_0
	1_1
	2_1

	59
	Aa
	Cc
	Db
	Bd
	1_1
	2_1
	3_1

	60
	Bc
	Da
	Ab
	Cd
	2_0
	1_0
	3_0

	61
	Aa
	Bd
	Db
	Cc
	2_0
	2_0
	1_0

	62
	Bb
	Ac
	Dd
	Ca
	2_1
	2_0
	3_0

	63
	Bd
	Aa
	Db
	Cc
	3_1
	2_0
	3_0

	64
	Cc
	Bd
	Aa
	Db
	2_1
	1_0
	3_1

	65
	Ab
	Bc
	Da
	Cd
	2_0
	1_0
	1_1

	66
	Ab
	Cd
	Da
	Bc
	2_1
	2_0
	3_0

	67
	Da
	Ab
	Cd
	Bc
	2_0
	1_0
	2_1

	68
	Ad
	Dc
	Ba
	Cb
	2_1
	1_1
	3_0

	69
	Aa
	Db
	Cc
	Bd
	1_1
	1_0
	1_1


G5 represents the group allocation in game 5 (experiment 3.1) and G6 the group allocation in game 6 (experiment 3.2)

Prior information given to participants
All participants received the same prior information. This was independent of the random allocation.
	
	Game 1
	Game 2
	Game 3
	Game 4
	Game 5
	Game 6

	r[1]
	3
	2
	3
	2
	3
	3

	r[2]
	4
	3
	2
	1
	2
	2

	n
	6
	4
	5
	3
	5
	4


priord<-c(12,8,10,6,10,8)


[bookmark: _GoBack]Appendix 3: Calculating Kullback-Leibler divergence
We wish to assess elicited approximations to a true posterior. We may not know the true posterior analytically but through an MCMC sample. The following R function calculates the Kullback-Leibler discrepancy of an elicited distribution, given by a fitted Beta(mu*m, (1-mu)*m) , to a true distribution given by an MCMC sample, y . It uses a kernel density estimate of the true distribution, and numerical integration. The following R function will be used to calculate KL: 

kl <- function(y, mu, m){
d <- density(y, from=0, to=1)
dfn <- with(d, approxfun(x = x, y = y))
fn <- function(x){
p <- dfn(x)
q <- dbeta(x, mu*m, (1-mu)*m)
p*(log(p) - log(q))
}
integrate(fn, 0, 1)
}
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MRC Elicitation Experiment Pilot

Instructions  Exercise 2

Today there are 13 patients in clinic

Of those 13 patients 7 are from S1,

Please choose the pill you want to use today.

Pil A Pil B

and 6 are from S2
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“Well individuals make such adjustments. This can inform design of elictation exercises n practice.
and recruitment of experts. For example, f experts are not able to make such adjustments reliably,
then one could recommend always eliciting conditional quantities. This experiment could also
inform whether elicitation should prioritise experts with good knowledge of an area but poorer
performance, or experts with imperfect knowledge of an area but who have better normative skills
and are good extrapolators.

H The specific aims of the experiment are:
H1: To test whether participants with higher accuracy are better ‘extrapolators’.

H2: To evaluate whether accuracy in extrapolating depends on how far away the knowledge-
base is to the target population.

The second hypothesis implies that the experiment needs to set up different levels of
H ‘representativeness’ of the observed knowledge base in relation to the target population.

5.1 Modifications to the game set-up for experiment 1

Building on the low uncertainty scenario (Binomial model) devised for experiment 1, at each ciinic
day, participants are shown patients from the two subgroups. The proportion from each subgroup is
generated stochastically (with Binomial probability) and the Binomial parameter governing the
number of successes differs between subgroups. An ilustrative representation of the game is:

K start Symptoms resolved in |

] FEET Action: s15/s

4 s1: ANAAN

5 blue pill & s2:0/2

9 |

& After observing outcomes for a number of clinic days, participants will be asked to consider a target

population with a different mix to the population they observed.

3
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MRC Elicitation Experiment Pilot

Instructions  Exercise 2

After treatment with pill A:

3 patients out of 7 in S1 were relieved of symptoms.

R

Please click on the Next button to continue.

4 patients out of 6 in S2 were relieved of symptoms.

UoReRY

Next

fetal 018080 doc - Mictosoft Word gy ST

%o . Frina -
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g Participants will be asked to elicit their expected value for the probability parameter in the overall
B population (section 2.2) —that is, uncertainty over po. For such, participants will be asked to
H consider the wider population — this is equivalent to eliciting for a large number of samples M.
| The wording of the question is
B About pill , the most effective of the two pills... If you were able to treat all patients in the
e population with this pill, what proportion would you expect to become symptom-free?
1 The target question requires that participants update their prior beliefs (determined by the seed
4 data) with the data observed from the different clinic days. For the low uncertainty scenario, and
|| ‘assuming a Beta prior, the posterior distribution can be derived using conjugacy, and is also a Beta 3
] oz 13
L) o s O A O N SO NN R K T W N KNS KNS A [N X Es

The proportion from each subgroup in each dlinic day is generated stochastically (with Binomial
probability, equal to the level of split observed). An illustrative representation of how participants
will see this information is:

E Toay thre ar 13 patentsn cink.

B Oftnose 13 patints 7 are from 1. anasareoms2

: U Feee00 -

- Please choose th pi you want o se tosay

E A s

and the Binomial parameter governing the number of successes differs between subgroups.

After observing outcomes for a number of clinic days, participants will be asked to consider a target
population with a different mix to the population they observed.
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Participant plays a new game (akin to those in experiment 1 but under a low
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MRC Elicitation Study

Instructions ~ Part 1

For this same pill we have also asked three other (anonymous) participants for their beliefs, in exactly the same way we asked you

Next, we will present you the responses of each individual. After, we will give you the opportunity to revise your initial answer in light of this additional information.

‘Your answers are shown in red, while those of other participants are shown in blue.

SV[Gn|New Db

Mcic=|@e

T -

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75

In light of these other assessments, would you like to revise your own?

Yes No

Edt Code View Plots Session Build Debug Profile Tools Help

© - om - - Adains -
©runappR O UIR- O serverR =0
Q H ) Runspp < B - | =
saveData e (v | (0 sepce | 0

Inssiecton (| Maten case (| Whokwora [ Regex (¥ wisp.

102 pef2<-c(0.35,0.65) m
103 pcb2<-pef2-0.3 ## eff of 2nd pill

104 grp2<-grp_mat2[1p]

105 grp3<-grp_mat3[Ip]

106

107 - ####### save function sesssss

108

109 ##outputpir2<-"X:\\teehta\\uRC Elicitation\\Experiments planning\\materials and
code\\app_code\\6 final\\results"

110 ##outputdirl<-"MRC_internal2_2pill”

1

112 #outputdir2<-"c:\\Users\\ARRCUser\\Documents\\saved_files”

113 outputir2<-paste("x:\\teehta\\NRC Elicitation\\Experiments”,gsub(" ","" paste

("planning\\experiments\\saved_files_",10)))

114

115  # savepata? <- function(datal,name1) {

116 # datal <- t(datal)

117 # # Create a unique file name

118  # fileName <- sprintf(namel, as.integer(sys.time()), digest::digest(data1))

119 # # write the data to a temporary file locally

120 # filepath <- file.path(tempdir(), Filename)

121 # write.csv(datal, filepath, row.names = FALSE, quote = TRUE)

122 # # upload the file to Dropbox

123 # drop_upload(filepath, path = outputpiri)

124 #1

125

126~ savepata <- function(data2,name2) {

127 data <~ t(data2)

128 # Create a unique file name

129 fileName <— sprintf(name2, as.integer (sys.time()), digest::digest(data))

130 #urite the file to the lacal svstem
12611 | saveData(data2, name) R Sarpt
Console  Terminal =0
Z:/teehta/MRC Eiicitation/2 Experiments/3_materials and code/app_code/] final final/ ®
warning: package ‘shiny’ was built under R version 3.5.1 -

Listening on http://127.0.0.1:6324
ing: package ‘SHELF’ was built under R version 3.5.1

package ‘rlang’ was built under R version 3.5.1
warning in file(file, ifelse(append, "a", "w"))

cannot open file 'x:\teehta\WRC Elicitation\Experiments planning\experiments\saved_fi
Tes_47/47_6_eli.csv': No such file or directory
warning: Error in file: cannot open the connection

79:

73: savepata [z:\teehta\MRC Elicitation\2 Experiments\3_materials and code\a
pp_code\7 final final\final_final/server.R#131]

72: observeEventHandler [Z:\teehta\MRC Elicitation\2 Experiments\3_materials
and code\app_code\7 final final\final_final/server.Rr#1373]

 projec:one) «
Environment History  Connections =0
o e mportDataset - o st -
@ Global Environment ~

Environment is empty

Fies Piots Padages Help Viewer -0
e

R: Cross Tabulation and Table Creation +

table {base} R Documentation ‘

Cross Tabulation and Table Creation

Description

cable uses the cross-classifying factors to build a contingency table of the counts at
‘each combination of factor levels

Usage

table(...,
exclude = if (useNA == "no") c(NA, NaN),
useNA = c("no", "ifany", "always"),
dnn = list.names(...), deparse.level = 1)

as.table(x, ...)
1is.table(x)

## 53 method for class 'table’
as.data.frame (x, row.names = NULL, ...,

resnonasName = "Framt. stringsAaFactors = TRUF.
[ i ] ’
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3.1 How s information fed to subjects?
A simulated Bayesian process imposes experts’ knowledge. Participants are shown a number of
‘observations from the process, which are recorded. The game will be as abstract as possible so that

all knowledge is acquired from the game and not influenced by externalinformtion or strong prior
beliefs. The network will hence represent a generic medical problem with the following features:

Population: Patients present with a (hypothetical) symptomatic disease, aiming for the
resolution of their symptoms®.

Interventions: A treatment of interest (a pil).

‘Outcomes: Probability of patients achieving relief of symptoms (binary) after treatment.

#We considered a mortalty outcome — however, the irreversibity of this outcome was thought to be
emotionally oaded.

Description of the game: In each game, participants observe patients for a number of clinic days
(10 0r 25 days). In each day, practitioners care for  variable number of patients (7 to 13). The
number of patients varies as to make it more difficut for subjects to count the probability of
success. Atthe end of the day, practitioners observe patients’ outcomes, which are generated
stochastically, accordingto a specific probability distribution. An illustrative representationof
2 day of clinic in the game is:
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A simulated Bayesian process imposes experts’ knowledge. Participants are shown a number of
‘observations from the process, which are recorded. The game will be as abstract as possible so that
all knowledge is acquired from the game and not influenced by externalinformtion or strong prior
beliefs. The network will hence represent a generic medical problem with the following features:

Population: Patients present with a (hypothetical) symptomatic disease, aiming for the
resolution of their symptoms®.

Interventions: A treatment of interest (a pil). o

‘Outcomes: Probability of patients achieving relief of symptoms (binary) after treatment.

#We considered a mortalty outcome — however, the irreversibity of this outcome was thought to be
emotionally oaded.

Description of the game: In each game, participants observe patients for a number of clinic days
(10 0r 25 days). In each day, practitioners care for  variable number of patients (7 to 13). The
number of patients varies as to make it more difficut for subjects to count the probability of
success. Atthe end of the day, practitioners observe patients’ outcomes, which are generated
stochastically, accordingto a specific probability distribution. An illustrative representationof
2 day of clinic in the game is:

[ R ————

After observing the game, participants are asked about the effectiveness of the pill(see next
section).

3.2. Target quantity for the elicitation

Before running the game, all participants will be shown 2 small number of (pre-determined) runs of
nt initial
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Now suppose trat that the general population is different o fhe one you observed. Suppose that subgroup S1 makes up 50% of the population and subgroup 52 makes
the other 50%.

If you were able to treat all patients in the population with the same pill, what proportion would you expect to become symptom-free?
Please think about how uncertain you are about this proportion

Range

I belleve that i's very unikely that

« the proportion is less than 20 percent,
« the proportion is greater than a0 percent

You can update your range by entering the new values and clicking Update range’ Upcate range

Chips and bins

Please add 18 chips to the grid below. The more chips you place in a particular bin the more certain you are the proportion lies i that bin

You can use 0 more chips

T T T T T T T T T T
10 20 30 w0 50 0 7 80 9 10

Proportion of patients achieving symptom-relief

When you are happy with your answers please click Enter’ then scroll down. a—
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E The bisection method wilelct quartiles (the median, M, the 1+quartile, Q1 and the third quartil,
S e | o Q2), and will be worded s follows:
=] - v Can you determine a value (your midpoint) such that the proportion is equally likely to be less
B than or greater than this value? ™)
Youan searchortext |||
inyour document by 3 Suppose you were told that the proportion is below your assessed midpoint. Can you now provide
Jping In the seard H anew value (your lower quartile) so that the proportion of patients is equally likely to be less than
greater than this value?
Cickthe X buttonto E or greater than this value? _______(a1)
cancel your search, -
' i Suppose you were told that the proportion is above your assessed midpoint. Can you now provide
H ‘anew value (your upper quartile)so that the proportion of patients s equally likely to be less than
E or greater than this value? (@)
H After eliciting, the participant will be presented with the following summary
H Your answers imply that the proportion is equally likely to be less than and greater than <<M>>, E
E and itis equally likely o be betuween <<Q>> and <<Q2>> asi s to be outside this range.
E The participant is then invited to revise his/her answer.
H For the chips and bins method, the bounds iniially elcted will be used to constrain the range of
5 elicitation. Number of bins will be variable to produce reasonable bin widths (19, 2%, 5% or 10%)
B thatfit the bounds given. The number of chips willbe the twice the number of bins. The graphical
El display implemented s llustrated next.
B Experts will be provided with feedback on their elcited quantities for validation, as relative °
3 comparison of the likelihood between different inervals. For example: -
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